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Bio-Map
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Protein Interaction Map: Yeast Protein Network

P. Uetz, et al., Nature 403, 623-7 (2000)

Nodes: proteins                         

Links: physical interactions (binding) 
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Graph Mining Domains

 Scientific Cooperation

Movie Databases

Web Data

 Social Networks

 Bioinformatics

 Etc.
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Internet Movie Databases

Movie Recommendation

 Community detection

 Prediction: Revenues in 
opening weekend

 Etc.
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Case Studies Similarity Network

 Similarity between texts

 Community detection

 biomedical sciences

 physical sciences and 
engineering

 social sciences

 arts and humanities 

 red in yellow: case studies 
on public outreach in 
science.

http://dx.doi.org/10.6084/m9.figshare.1476881 (2016)
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Protein-Protein Interaction (PPI) Network

o Nodes: Proteins

o Edges: Interactions

o Important Problems

• Function Prediction

• Similar Proteins

• Cancer-Related Proteins

• Disease association

• Unknown Proteins

• …

http://dx.doi.org/10.6084/m9.figshare.1476881
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Function Prediction in PPI Networks
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Predicting Cancer-Related Proteins in PPI Networks
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Graphs: some definitions

(i.e., labels of nodes and edges remain identical)
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Graphs: some definitions

Isomorphic graphs are identical in terms of structure and labels.

Lászó Babai, Graph Isomorphism is in Quasipolynomial (epolylog(n)) time. November 2015. (!)
January 4, 2017 posting: quasipolynomial claim withdrawn
January 9, 2017 update: quasipolynomial claim restored 
Degree of polyn. in exponent = 3 Helfgott, Harald (January 16, 2017) not peer-reviewed  (?).
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Frequent Subgraphs

≥ 
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Frequent Subgraphs: Apriori-Algorithm
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Frequent Subgraphs: FP-Growth

 A graph G is extended by adding new edges e
 Adding edge e may or may not introduce a new node to G
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Frequent Subgraphs: Algorithms

 Apriori-based approach

 AGM/AcGM: Inokuchi, et al. (PKDD’00)

 FSG: Kuramochi and Karypis (ICDM’01)

 PATH#: Vanetik and Gudes (ICDM’02, ICDM’04)

 FFSM: Huan, et al. (ICDM’03)

 Pattern growth approach

 MoFa, Borgelt and Berthold (ICDM’02)

 gSpan: Yan and Han (ICDM’02)

 Gaston: Nijssen and Kok (KDD’04)

T. Ramraj et al. Frequent Subgraph Mining Algorithms – A 
Survey. Procedia Computer Science 47, pp 197 – 214, 2015.
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Frequent Subgraphs: Compression

Graphs may be very big and consisting of a network of very similar subgraphs.

Graph compression helps to improve the complexity of the problem.
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Frequent Subgraphs: Compression

Graphs may be very big and consisting of a network of very similar subgraphs.

Graph compression helps to improve the complexity of the problem.
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Graph Based Decision Trees

Branches: attribute values

Leafs: classes
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Graph Based Decision Trees

When to play tennis?
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Graph Based Decision Trees

When to play tennis?
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Graph Based Decision Trees
Which graph belongs to which class?
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Function Prediction in PPI Networks
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Function Prediction in PPI Networks: 
Similarity Based
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Function Prediction in PPI Networks: 
Majority Rule
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Function Prediction in PPI Networks: 
Functional Clustering
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Function Prediction in PPI Networks: 
Collaboration Based

where  NBp(fj)= number of times function fj occurs in Np (Neighborhood of p)

Hossein Rahmani
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A Reinforcement Based Function Predictor 
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A Reinforcement Based Function Predictor 
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Similarity vs Collaboration
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Similarity vs Collaboration

0 - 100
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Exam
Date: Monday 7-1 2019

Time:14.00 - 17.00

Place: Room F104 (Van Steenis Building)

Do not forget your student-card.

• Please note, it is an open book exam, you can take with you your book, and printed 
course notes (slides). No electronic equipment is allowed though.

• Materials to be studied: 

- All contents covered and discussed during lectures (see links to all slides in the 
schedule).

• References:

- For background information on the study material see references mentioned in the 
slides, and Chapters 2 - 7 of the book J. Han et al. Data Mining Concepts and 
Techniques.

• Exam example questions: 2014, 2015, 2016, 2017
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Van Steenis Building
Einsteinweg 2

Leiden

Snellius Building
Niels Bohrweg 1

Leiden
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Data Mining Assignment 2

• https://string-db.org/cgi/download.pl?sessionId=2FWULbtZb2d4&species_text=Homo+sapiens

• Select

Due Monday 17-1 2019

https://string-db.org/cgi/download.pl?sessionId=2FWULbtZb2d4&species_text=Homo+sapiens

